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ABSTRACT
Attributed graph clustering, which aims to group the nodes of
an attributed graph into disjoint clusters, has made promising ad-
vancements in recent years. However, most existing methods face
challenges when applied to large graphs due to the expensive com-
putational cost and high memory usage. In this paper, we introduce
Scalable and Adaptive Spectral Embedding (SASE), a simple attrib-
uted graph clustering method devoid of parameter learning. SASE
comprises three main components: node features smoothing via
𝑘-order simple graph convolution, scalable spectral clustering using
random Fourier features, and adaptive order selection. With these
designs, SASE not only effectively captures global cluster struc-
tures but also exhibits linear time and space complexity relative
to the graph size. Empirical results demonstrate the superiority
of SASE. For example, on the ArXiv dataset with 169K nodes and
1.17M edges, SASE achieves a 6.9% improvement in ACC and a
5.87× speedup compared to the runner-up, S3GC.
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1 INTRODUCTION
Attributed graphs, comprising nodes associated with feature at-
tributes and edges characterizing pairwise relationships, are natu-
ral and efficient representations of non-Euclidean data. Attributed
graph clustering, which aims to partition nodes in such graphs
into disjoint groups, has shown significant advancements in recent
years [8].

State-of-the-art attributed graph clustering methods focus on si-
multaneously modeling graph structure and node attributes to iden-
tify clusters within the data. In general, these methods can be clas-
sified into two categories: neural network (NN)-based and graph fil-
tering (GF)-based. NN-based methods, such as graph auto-encoders
[6, 9, 17] and contrastive graph clusteringmodels [1, 20, 24], first em-
bed nodes into a latent space using graph neural networks [3, 7, 15]
and then perform clustering algorithms on learned embeddings.
Although proven effective, they rely on a large number of trainable
parameters, suffering from expensive computation overhead and
high memory usage.

Instead, GF-based methods like AGC [21], FGC [5], and IAGC
[22], discard parameter learning. They first use a 𝑘-order graph
convolution, which serves as a low-pass graph filter, to aggregate
low-frequency signals from neighbors, thus obtaining smoothed
node features. Subsequently, spectral clustering (SC) [11] is applied
to the similarity graph constructed by the inner product of these
smoothed features. However, these methods are constrained by
two significant limitations: 1) Smoothed node features may neglect
distinguishable information in the original node features, leading to
suboptimal performance on graphs with more informative original
features. 2) They exhibit poor scalability when applied to large-
scale graphs, due to the SC’s quadratic space and time complexity
in constructing similarity graphs and computing subsequent eigen-
decomposition.

To tackle these issues, we propose Scalable and Adaptive Spectral
Embedding (SASE) for attributed graph clustering. Specifically, we
first conduct 𝑘-order simple graph convolution [19] to smooth node
features and fuse the original and smoothed node features linearly.
Subsequently, we employ random Fourier features [13] to explicitly
project fused node features into the kernel space, where SC can be
implicitly and efficiently performed without explicitly constructing
similarity graphs and computing eigendecomposition. Furthermore,
we take the mean ratio of the intra-cluster distance with respect to
the nearest-cluster distance for each node as the selection criterion
to adaptively determine the order 𝑘 of graph convolution. With the
above designs, SASE not only effectively captures global cluster
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structures but also exhibits linear time and space complexity relative
to the graph size. Empirical results demonstrate the superiority of
SASE. For example, SASE achieves a 6.9% ACC improvement and a
5.87% speedup over the runner-up S3GC [1] on the ArXiv dataset
with 169K nodes and 1.17M edges.

2 PRELIMINARIES
2.1 Problem Definition
Consider an undirected attributed graph G = (V, E,𝑿 ), where
V = {𝑣𝑖 }𝑛𝑖=1 is a set of 𝑛 nodes, E ⊂ V × V is a set of edges,
and 𝑿 ∈ R𝑛×𝑓 is the node attribute matrix. The adjacency matrix
of the graph is denoted as 𝑨 ∈ {0, 1}𝑛×𝑛 , where 𝑨𝑖 𝑗 = 1 if an
edge exists between node 𝑣𝑖 and 𝑣 𝑗 , and 𝑨𝑖 𝑗 = 0 otherwise. We
take 𝑰 to be an identity matrix, and 1 to be a column vector of
ones. Our goal is to partition the node setV into𝑚 disjoint groups
C = {𝐶𝑖 }𝑚𝑖=1 = {𝑐𝑖 }𝑛𝑖=1.

2.2 Spectral Clustering
Spectral clustering (SC) [11] is one of the most effective cluster-
ing approaches that capture hidden cluster structures in the data.
It comprises two key stages: spectral embedding and subsequent
k-means clustering, while spectral embedding involves the con-
struction of a similarity graph and the eigendecomposition of the
resulting graph Laplacian matrix. Given a dataset of 𝑛 data points
𝑿 ∈ R𝑛×𝑓 , SC constructs a fully connected graph𝑾 ∈ R𝑛×𝑛 using
a similarity (kernel) function, e.g., the Gaussian kernel:

𝑾𝑖 𝑗 = 𝜿 (𝒙𝑖 , 𝒙 𝑗 ;𝜎) = exp

(
−
||𝒙𝑖 − 𝒙 𝑗 | |2

2𝜎2

)
, (1)

where 𝜿 is the kernel function and 𝜎 is the bandwidth parame-
ter. Let 𝑫 = diag(𝑾1) be the diagonal degree matrix, and 𝑳 =

𝑰 − 𝑫−1/2𝑾𝑫−1/2 be the normalized graph Laplacian matrix. Let
𝑼 ∈ R𝑛×𝑚 denote the bottom 𝑚 eigenvectors of 𝑳, or equiva-
lently, the top𝑚 eigenvectors of the normalized adjacency matrix
𝑫−1/2𝑾𝑫−1/2. SC groups the data points by performing k-means
clustering on the spectral embedding matrix 𝑼̂ , obtained from 𝑼
through ℓ2 normalization. However, the high computational costs of
the similarity matrix O(𝑛2 𝑓 ) and the eigendecomposition O(𝑛2𝑚)
make SC hardly scalable to large-scale datasets.

2.3 Attributed Graph Clustering
Neural network-basedmethods first train graph neural networks
[3, 7, 15] using a label-agnostic loss to obtain low-dimensional node
embeddings, followed by traditional or neural clustering on the
learned embeddings. For instance, graph auto-encoders [6, 9, 17]
learn node embeddings by reconstructing the graph adjacency ma-
trix. However, the quadratic space and time complexity of the adja-
cency reconstruction loss limits their scalability. Contrastive graph
clustering [24] learns node embeddings by aligning augmented
node pairs (positive pairs) from the same node while separating
any two distinct nodes (negative pairs) from the graph. CCGC [20]
leverages intrinsic supervision information from high-confidence
clustering results to enhance the quality of positive and negative
pairs. To improve scalability, BGRL [14] eliminates the need for neg-
ative pairs by minimizing an invariance-based loss for augmented

graphs within a batch, while S3GC [1] carefully designs a negative
sampler and loss function for contrastive graph clustering. Despite
their proven effectiveness, these NN-based methods rely on a large
number of trainable parameters, leading to long training time and
high memory usage.
Graphfiltering-basedmethods first use a𝑘-order low-pass graph
filter to smooth node features and then apply traditional clustering
algorithms such as k-means and SC [11] on the smoothed node
features. For example, SGC [19] utilizes the normalized adjacency
matrix to aggregate long-range neighborhood information, while
AGC [21] introduces an adaptive low-pass graph filter. FGC [21]
further exploits high-order graph adjacency to learn a fine-grained
self-expressive matrix. IAGC [22] boosts AGC by addressing the
inconsistencies of filtered features with graph structure and raw
features. However, these methods suffer from overlooking critical
information in the original features and exhibit poor scalability
on large graphs when employing SC. To address these issues, we
propose a more effective and scalable GF-based method.

3 METHOD
3.1 Node Features Smoothing
Classical graph neural networks [3, 7, 15] assume that connected
nodes tend to have similar features and belong to the same cluster,
thus node features are supposed to be smooth on the graphmanifold.
To this end, we can obtain clustering-friendly node features by
smoothing original node features. For simplicity, we adopt a 𝑘-
order simple graph convolution (SGC) [19] as the low-pass graph
filter to smooth node features:

𝑿 (𝑘 ) =
(
𝑫̂
−1/2

𝑨̂𝑫̂
−1/2)𝑘

𝑿 , (2)

where 𝑨̂ = 𝑨 + 𝑰 is the adjacency matrix with inserted self-loops,
𝑫̂ = diag(𝑨̂1) is the diagonal degree matrix, and 𝑿 (𝑘 ) ∈ R𝑛×𝑓
denotes the smoothed feature matrix. SGC just discards trainable
parameters in each layer of GCN [7], so it is faster and more scalable.
Additionally, SGC aggregates long-range neighborhood informa-
tion by applying the 𝑘-th power of the normalized adjacency matrix,
which is proven to capture global cluster structures better [21].

However, we argue that smoothed node features may neglect key
information in the original node features as the order 𝑘 increases,
thus leading to suboptimal performance on graphs with more in-
formative original features. To address this problem, we propose to
combine the original and smoothed node features linearly:

˜𝑿 = 𝛼𝑿 + (1 − 𝛼)𝑿 (𝑘 ) , (3)

where 𝛼 ∈ [0, 1] is the linear coefficient. Note that the resultant fea-
ture matrix ˜𝑿 ∈ R𝑛×𝑓 usually has a high dimensionality 𝑓 , which
will lead to the "curse of dimensionality" problem and additional
computational cost in the following spectral clustering step. There-
fore, we generate the final node features 𝒁 ∈ R𝑛×𝑑 by performing
randomized truncated singular value decomposition (T-SVD) [2]
on ˜𝑿 , where 𝑑 is the reduced dimensionality.
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3.2 Scalable Spectral Clustering
GF-based methods AGC [21], FGC [5], and IAGC [22] employ tradi-
tional SC directly on smoothed node features. However, SC encoun-
ters two significant computational bottlenecks: similarity graph
construction and eigendecomposition, as discussed in Section 2.2.
Here, we aim to make SC scalable without explicitly constructing
similarity graphs and computing eigendecomposition.

Specifically, we first seek for a projection function 𝝓 (𝒛) : R𝑑 →
R2𝐷 such that the non-negative Gaussian kernel 𝜿 (𝒛𝑖 , 𝒛 𝑗 ;𝜎) ≈
𝝓 (𝒛𝑖 )⊤𝝓 (𝒛 𝑗 ). In other words, we can approximate the similarity
graph adjacency 𝑾 with ˜𝒁˜𝒁

⊤, where ˜𝒁 = {𝝓 (𝒛𝒊)}𝑛𝑖=1. Then we
can efficiently perform SC using ˜𝒁 by employing the following
steps: 1) Compute the diagonal degree matrix: ˜𝑫 = diag

(
˜𝒁˜𝒁

⊤
1
)
=

diag
(
˜𝒁

(
˜𝒁
⊤
1
))
; 2) Normalize ˜𝒁 using the degree matrix ˜𝑫 : 𝒁̂ =

˜𝑫
−1/2

˜𝒁 ; 3) Compute the top 𝑑 left singular vectors 𝑼 of 𝒁̂ , which
are equivalent to the bottom𝑑 eigenvectors of the normalized graph
Laplacian matrix 𝑰 − ˜𝑫

−1/2
˜𝒁˜𝒁

⊤
˜𝑫
−1/2; 4) Perform k-means on the

ℓ2 normalized rows 𝑼̂ of 𝑼 . With these steps, SC can be performed
with linear complexity w.r.t. the number of nodes, as detailed in
Section 3.4.

Then we discuss how to approximate the projection function
𝝓 (𝒛) : R𝑑 → R2𝐷 through Random Fourier Features (RFF) [13]. For
the non-negative Gaussian kernel 𝜿 (𝒛𝑖 , 𝒛 𝑗 ;𝜎), we first randomly
sample {𝝎1,𝝎2, . . . ,𝝎𝐷 } from a Gaussian distribution N

(
0, 1𝜎 𝑰

)
.

Subsequently, the projection function is defined as:

𝝓 (𝒛) =
[
cos(𝝎⊤

1 𝒛), . . . , cos(𝝎
⊤
𝐷
𝒛), sin(𝝎⊤

1 𝒛), . . . , sin(𝝎
⊤
𝐷
𝒛)

]⊤
√
𝐷

.

(4)
This approach explicitly projects node features into a kernel space,
where SC can be efficiently performed using the resulting {𝝓 (𝒛𝒊)}𝑛𝑖=1.
Additionally, alternative non-negative kernels like the quadratic
and Laplacian kernels can be employed, or other kernel approxima-
tion techniques such as Nystroem Approximation [18] and Tensor
Sketch [12] can be considered.

3.3 Adaptive Order Selection
The selection of the convolution order 𝑘 plays a pivotal role in
our model. A small order may result in insufficient propagation of
neighborhood information, while a large order can lead to over-
smoothing, where the features of nodes from different clusters
blend together and become indistinguishable [21]. To address this
concern, AGC proposes using the intra-cluster distance as the se-
lection criterion to adaptively determine the order. However, this
criterion overlooks inter-cluster structures and involves quadratic
time complexity in computation. Therefore, we introduce a more
comprehensive and scalable criterion. Given spectral embeddings
{𝒖̂𝑖 }𝑛𝑖=1, k-means clustering assignments C = {𝑐𝑖 }𝑛𝑖=1, and cluster
centroids {𝒑𝑖 }𝑚𝑖=1, our criterion score is defined as:

𝑠 =
1
𝑛

𝑛∑︁
𝑖=1

𝑎(𝑖)
𝑏 (𝑖) , (5)

where 𝑎(𝑖) = | |𝒖̂𝑖 − 𝒑𝑐𝑖 | | is the distance of node 𝑣𝑖 to its cluster
centroid 𝒑𝑐𝑖 , and 𝑏 (𝑖) = min𝑐𝑖≠𝑗 | |𝒖̂𝑖 − 𝒑 𝑗 | | is the distance of node

𝑣𝑖 to the centroid of its nearest cluster. 𝑠 ∈ [0, 1] effectively cap-
tures global cluster structures since lower intra-cluster distance
and higher inter-cluster distance will yield a better (smaller) score.
Additionally, computing 𝑠 entails a time complexity of O(𝑛𝑚𝑑),
which scales linearly with the number of nodes.

Following AGC, we adaptively select the order 𝑘 as follows. Start-
ing from 𝑘 = 1, we increment it by 1 iteratively. At each iteration
𝑡 , we first obtain the clustering assignments C (𝑡 ) , as outlined in
Sections 3.1 and 3.2. Subsequently, we compute the criterion score
𝑠 (𝑡 ) . Once Δ = 𝑠 (𝑡−1) − 𝑠 (𝑡 ) < 0, we stop the iteration and set the
chosen 𝑘 = 𝑡 − 1. Consequently, the final clustering result is C (𝑡−1) .

3.4 Complexity Analysis
Space Complexity. The space complexity for SASE is O(|E| +
𝑛(𝑓 + 𝑑 + 𝐷)), where |E | is the total edge count, 𝑛𝑓 accounts for
storing fused node features ˜𝑿 , 𝑛𝑑 for node embeddings 𝒁 and
spectral embeddings 𝑼̂ , and 𝑛𝐷 for projected node embeddings ˜𝒁 .
Time Complexity. The time complexity is O(𝑘 |E |𝑓 + 𝑛𝑘 𝑓 +
𝑛(𝑓 + 𝐷) log(𝑑) + 𝑛(𝑚 + 𝐷)𝑑). Specifically, computing mixed node
features ˜𝑿 ∈ R𝑛×𝑓 takes O(𝑘 |E |𝑓 + 𝑘𝑛𝑓 ) time; performing ran-
domized T-SVD [2] on ˜𝑿 to obtain 𝒁 ∈ R𝑛×𝑑 takes O(𝑛𝑓 log(𝑑))
time; projecting 𝒁 to ˜𝒁 ∈ R𝑛×2𝐷 using RFF takes O(𝑛𝑑𝐷) time;
computing the diagonal degree matrix ˜𝑫 and 𝒁̂ takes O(𝑛𝐷) time;
randomized T-SVD on 𝒁̂ for 𝑼 ∈ R𝑛×𝑑 takes O(𝑛𝐷 log(𝑑)) time;
applying k-means clustering to 𝑼̂ roughly takes O(𝑛𝑚𝑑) time; com-
puting the selection criterion 𝑠 takes O(𝑛𝑚𝑑) time.

In summary, SASE can be executed with linear space and time
complexity w.r.t. the graph size. Additionally, SASE does not have
any trainable parameters. Therefore, SASE enjoys very high effi-
ciency and scalability.

4 EXPERIMENTS
4.1 Experimental Setup
4.1.1 Datasets. We conduct experiments on 3 small datasets: Cora,
CiteSeer, PubMed [7], and 1 large dataset: ArXiv [4]. They are
citation networks with nodes as papers and edges as citations. All
nodes are labeled based on the respective subjects.

4.1.2 Baselines. We compare SASE with two traditional clustering
methods k-means and SC [11]; ten NN-based methods DMoN [10],
SENet [23], GAE [6], DAEGC [17], RARGA [9], GRACE [24], CCGC
[20], BGRL [14], DGI [16], and S3GC [1]; four GF-based methods
SGC [19], AGC [21], FGC [5], and IAGC [22]. Their results are either
taken from the published paper or obtained using official codes
when there are no corresponding results.

4.1.3 Implementation Details. We implement SASE using PyTorch
on a 32GB NVIDIA Tesla V100 GPU, aligning cluster numbers with
ground-truth classes and evaluating using Accuracy, NMI, and ARI.
Hyper-parameters include setting 2𝐷 projection dimensionality to
100 and a maximum iteration number of 50, with others tuned via
grid search.

4.2 Experimental Results
4.2.1 Performance. As shown in Table 1, SASE surpasses all base-
lines on three datasets, except Cora. We attribute this exception to



CIKM ’24, October 21–25, 2024, Boise, ID, USA Yunhui Liu, Tieke He, Qing Wu, Tao Zheng, and Jianhua Zhao

Table 1: Overall performance on node clustering (in percentage). "-" denotes that the method ran Out of Memory.

Dataset Cora CiteSeer PubMed ArXiv
Metric ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
k-means 34.1±3.2 15.4±3.8 9.5±2.0 43.8±3.6 20.7±2.8 16.8±3.0 60.1±0.0 31.3±0.2 28.1±0.0 17.6±0.4 21.6±0.4 7.4±0.5

SC 59.1±1.2 46.1±1.0 34.4±1.0 46.0±0.7 23.9±0.5 18.5±0.4 66.6±0.0 28.8±0.0 30.3±0.0 - - -
DMoN 51.7±2.9 47.3±1.0 30.1±1.2 38.5±1.7 30.3±2.7 20.0±2.8 35.1±1.8 25.7±1.9 10.8±1.2 25.0±0.7 35.6±0.8 12.7±0.3
SENet 71.9±0.7 55.1±0.7 49.0±1.1 67.5±0.8 41.7±0.8 42.4±1.0 67.6±0.6 30.6±1.5 29.7±1.1 - - -
GAE 64.5±1.9 52.4±1.3 43.9±2.3 59.9±0.7 34.5±0.9 32.7±0.9 66.1±0.7 27.2±1.5 26.3±1.2 - - -

DAEGC 70.4±0.4 52.9±0.7 45.6±0.4 67.5±1.4 39.4±0.9 40.8±1.2 67.1±1.0 26.6±1.4 27.7±1.2 - - -
RARGA 71.2±0.7 50.7±0.8 47.1±2.3 48.6±0.7 28.5±0.3 18.9±1.3 69.2±0.9 30.0±1.2 30.9±1.4 - - -
GRACE 68.3±0.3 52.0±0.2 46.2±0.5 65.8±0.1 39.1±0.1 40.4±0.1 63.7±0.0 30.8±0.0 27.6±0.0 - - -
CCGC 73.9±1.2 56.5±1.0 52.5±1.9 69.8±0.9 44.3±0.8 45.7±1.8 68.8±0.6 32.1±0.2 30.8±0.4 - - -
BGRL 68.8±1.8 53.2±1.5 46.2±2.9 65.6±1.2 41.4±1.3 38.7±1.9 65.8±0.0 30.1±0.0 27.3±0.0 22.7±1.0 32.1±0.5 13.0±1.2
DGI 70.9±1.0 55.8±0.6 48.9±1.4 68.6±1.0 43.5±0.9 44.5±1.6 65.7±1.0 32.2±0.8 29.2±2.0 31.4±1.9 41.2±0.8 22.3±2.7
S3GC 74.2±0.8 58.8±0.9 54.4±1.2 68.8±1.0 44.1±1.1 44.8±0.9 71.3±0.9 33.3±1.0 34.5±0.9 35.0±1.2 46.3±0.3 27.0±1.6
SGC 64.9±2.0 51.8±1.3 43.7±2.0 68.3±0.2 43.1±0.2 43.7±0.2 68.5±0.0 31.9±0.0 31.0±0.0 38.2±0.5 45.2±0.2 33.3±0.5
AGC 68.9±0.2 53.7±0.4 44.8±0.0 67.0±0.2 41.1±0.4 41.6±0.0 69.8±0.0 31.6±0.0 31.0±0.0 - - -
FGC 69.3±0.0 54.2±0.1 47.0±0.1 68.2±0.0 43.2±0.1 43.9±0.1 69.2±0.0 32.1±0.0 31.5±0.0 - - -
IAGC 72.4±0.0 55.7±0.0 49.3±0.0 69.1±0.0 43.1±0.0 44.3±0.0 70.5±0.0 31.6±0.0 33.0±0.0 - - -
SASE 71.4±1.9 55.9±1.2 48.7±1.7 70.2±0.1 44.9±0.1 46.8±0.1 71.3±0.0 37.0±0.0 35.3±0.0 41.9±0.6 46.8±0.1 37.6±0.4

Table 2: Dataset statistics and hyper-parameters.

Dataset #Nodes #Edges #Feat. #Clus. 𝑘 𝛼 𝑑
Cora 2,708 5,278 1,433 7 12 0.20 32
CiteSeer 3,327 4,614 3,703 6 11 0.30 12
PubMed 19,717 44,325 500 3 43 0.30 3
ArXiv 169,343 1,166,243 128 40 11 0.05 64

its requirement for powerful fitting abilities in non-linear neural
networks. Compared to the runner-up S3GC, SASE improves NMI
by 3.7% on PubMed and ACC by 6.9% on ArXiv, since SASE can
aggregate long-range neighborhood information via 𝑘-order graph
convolution while S3GC utilizes only a 1-layer GCN. Additionally,
in contrast to GF-based methods, SASE achieves better performance
on CiteSeer and PubMed. This superiority arises from SASE’s ca-
pacity to retain crucial information in the original node features,
as verified in Section 4.2.3.

4.2.2 Scalability. In Table 3, we report the time costs of various
methods on PubMed and ArXiv. It is observed that: 1) SASE greatly
improves the scalability of GF-based methods AGC, FGC, and IAGC,
which take quadratic space complexity during SC, e.g., storing the
dense similarity graph for SC on ArXiv requires about 107 GiB of
memory. 2) SASE demonstrates significant speed advantages over
NN-based methods. For example, SASE achieves a 15.61× speedup
over DGI on PubMed and a 5.87× speedup over S3GC on ArXiv.

Table 3: Execution time of various methods in seconds.

Dataset DMoN BGRL DGI S3GC SGC AGC FGC IAGC SASE
PubMed 33.60 376.85 6.40 28.84 1.92 26.72 90.82 22.99 0.41
ArXiv 1850.49 - 196.19 193.05 40.46 - - - 32.91

4.2.3 Effectiveness of Fusing Original Features. Figure 1(a) shows
the variation in NMI w.r.t. different weights 𝛼 assigned to original
node features. Initially, performance improves with increasing 𝛼 but

then declines. This observation highlights the efficacy of combining
original and smoothed node features, particularly on datasets with
highly informative node features. For example, SASE with 𝛼 > 0
consistently outperforms SASE with 𝛼 = 0 on PubMed.

4.2.4 Effectiveness of Adaptive Order Selection. Figures 1(b) and
(c) depict the variations in NMI and Δ w.r.t. different orders 𝑘 . We
can see that when Δ < 0, the corresponding NMI values closely
approach the best performance. The selected 𝑘 for Citeseer and
PubMed, 11 and 43 respectively, approximate the optimal values
of 13 and 48 on these datasets. These affirm the reliability of our
proposed selection criterion in finding a favorable cluster partition.
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Figure 1: Impact of 𝛼 and 𝑘 on CiteSeer and PubMed.

5 CONCLUSION
This paper presents SASE, which comprises node features smooth-
ing via 𝑘-order simple graph convolution, scalable spectral cluster-
ing using random Fourier features, and adaptive order selection.
SASE not only effectively captures global cluster structures but also
exhibits linear time and space complexity relative to the graph size.
Empirical results demonstrate SASE’s effectiveness and efficiency.
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